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Abstract: Alzheimer’s disease is a deadly neurological condition, impairing 

important memory and brain functions. Alzheimer’s disease promotes brain 

shrinkage, ultimately leading to dementia. Dementia diagnosis typically 

takes 2.8-4.4 years after the first clinical indication. Advancements in 

computing and information technology have led to many techniques for 

studying Alzheimer's disease. Early identification and therapy are crucial for 

preventing Alzheimer's disease, as early-onset dementia hits people before 

the age of 65, while late-onset dementia occurs after this age. According to 

the 2015 World Alzheimer's Disease Report, there are 46.8 million 

individuals worldwide suffering from dementia, with an anticipated 74.7 

million more by 2030 and 131.5 million by 2050. Deep Learning has 

outperformed conventional machine learning techniques by identifying 

intricate structures in high-dimensional data. Convolutional Neural Network 

(CNN) and Recurrent Neural Network (RNN) have achieved an accuracy of 

up to 96.0% for Alzheimer’s disease classification and 84.2% for Mild 

Cognitive Impairment (MCI) conversion prediction. There have been few 

literature surveys available on applying ML to predict dementia, lacking in 

congenital observations. However, this survey has focused on a specific data 

channel for dementia detection. This study evaluated deep learning 

algorithms for early Alzheimer's disease detection using openly accessible 

datasets, feature segmentation, and classification methods. This article also 

has identified research gaps and limits in detecting Alzheimer's disease, 

which can inform future research. 
 

Keywords: Dementia Prediction, Feature Selection, CNN, Segmentation, 

Mild Cognitive Impairment, Neuro-Imaging, Magnetic Resonance Imaging 

 

Introduction 

Patients with Alzheimer's disease experience severe 

symptoms like memory and visual loss, speech difficulties, 

lack of motivation, difficulty making key decisions, and 

mood fluctuations over time (Agarap, 2018; Muhammed 

Raees and Thomas, 2021). Older individuals diagnosed 

with early Alzheimer's disease detection slows down its 

progression to spread (Blom et al., 2009). Few early stages 

of Alzheimer’s disease have been detected using 

machine learning algorithms (Blom et al., 2009; 

Stopschinski et al., 2021). 

Two of the most popular tests for assessing AD are the 

Mini-Mental State Examination (MMSE) (Stopschinski et al., 

2021) and the Clinical Dementia Rating (CDR) (Belam 

and Nilforooshan, 2021); however, it should be 

highlighted that utilizing these tests as ground truth labels 
for AD may not be accurate. According to the previously 

stated criteria, clinical diagnosis of AD has been reported 

to have 70-90% accuracy rates when compared to post-
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mortem diagnosis (Littau, 2022 Ávi;la-Jiménez et al., 

2024). Clinical diagnosis is the best reference standard 

currently available despite its limitations (Sharma et al., 
2021). It's also important to remember that not all of the 

recognized biomarkers are readily available. 

According to reports in 2010, 35.6 million people over 

60 worldwide and 310,000 in Australasia were estimated 

to be suffering from dementia. It is anticipated that the 

population will nearly double every 20 years, with 

790,000 people living in Australasia and 115 million 

people worldwide by 2050 (Ebrahimighahnavieh et al., 

2020). With 13,126 cases recorded in 2016, dementia has 

risen to the position of the second most common cause of 

mortality in Australia. One of the most expensive chronic 
disorders is Alzheimer's Disease (AD), and nursing care 

for people with AD and other dementias is predicted to 

rise significantly (Kalkan et al., 2022). 

Accurate dementia classification is challenging owing 

to variables including noisy MRI images and class 

imbalance issues in the multi-class categorization of AD, 

class imbalance could be resolved by adjusting the loss 

function to give more importance to the minority class 

which improves model sensitivity towards it, additionally, 

oversampling methods like Synthetic Minority Over-

sampling Technique (SMOTE) create synthetic samples 

for the minority class, thereby balancing the class 
distribution. Combining predictions from multiple models 

or using techniques like boosting can improve 

performance on imbalanced datasets by aggregating the 

strengths of various models. 

Alzheimer's disease affects almost 6.5 million 

Americans aged 65 and older (Ibrahim et al., 2023). 

Between 2000 and 2019, more than 145% of diagnoses 

were made between 2.8 and 4.4 years following the onset 

of clinical symptoms (Ganesh et al., 2023; Ahirwar, 

2013). These symptoms indicate nerve cell damage in 

certain areas of the brain, which can lead to dementia. 
Dementia symptoms are categorized into three stages: 

 

1) Initial stage 

2) Mild stage 

3) Severe stage 

 

During the early phase, symptoms include agitation, 

suspicion, and the need for help with everyday duties. 

Dementia can affect a person’s personality, causing 

them to be unaware of recent events and need round-

the-clock care in the mild phase. In the severe or 

advanced stage, patients lose their memory, struggle 

with communication, recognize people, and require full 
assistance with daily activities (Pallawi and Singh, 

2023; Keshri et al., 2022; Arafa et al., 2024). 

Mild cognitive impairment is comparable to 

Alzheimer's disease (Pushpa et al., 2019; Padmavathi et al., 

2023). The main contributions of the proposed survey are: 

 It has provided a thorough analysis of historical 

machine-learning strategies for early detection of 

dementia 

 It has comprehensively covered past classification, 

segmentation, and feature extraction approaches 

 This study has highlighted problems and research 

needs in cutting-edge DL/ML approaches 
 

The next section covers the architecture of the Deep 

Neural Network (DNN) model. 

DNN Architecture and Transfer Learning Models 

To detect Alzheimer's disease, CNNs are particularly 

suited because: 
 
 Feature extraction: CNNs are effective at 

automatically learning and extracting features from 

images, such as brain scans, which can include subtle 

patterns and anomalies indicative of Alzheimer’s 

disease 

 Hierarchical learning: The hierarchical nature of 

CNNs allows for capturing complex patterns at 

different levels of abstraction, which is crucial for 

identifying the progressive and nuanced features 

associated with Alzheimer’s 

 Previous success: CNNs have shown success in 

similar medical imaging tasks, such as detecting 

tumors or other neurological disorders, providing a 

precedent for their use in Alzheimer's detection 

 

Deep neural networks have two main sets of layers in 

their design, the first one for detecting features and the 

other one for categorizing them. The network's feature 

detection layers perform data operations such as 

convolution, pooling, and ReLU. Rectified Linear Units 

(ReLU) is an activation function with strong biological 

and mathematical explanations that was first described by 

Hahnloser et al. (2000). In 2011, it was demonstrated that 

it outperformed commonly used logistic sigmoid 

activation functions for training deep neural networks as 

of 2018 ReLU is one of the most popular activation 
functions for deep neural networks, (Agarap, 2018; 

Muhammed Raees and Thomas, 2021; Ibrahim et al., 

2023; Ganesh et al., 2023). 

ReLU works by thresholding values at 0. When x1<0, 

it produces 0; otherwise, it produces a linear function on 

x1≥0 shown in Eq. (1): 

 

𝑓 (𝑥1) =  𝑥+
1 = 𝑚𝑎𝑥(0, 𝑥1) (1) 

 

Where x1 is an input to the neuron, (Ahirwar, 2013), 

following the feature detection layers, the DNN 

architecture moves on to the classification layers. The FC 

layer generates a vector with K dimensions, representing 

the total number of classes the network can predict. When 
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it comes to this categorization difficulty, K equals three. 

The softmax function generates a discrete probability 

distribution for K classes (here, K = 3) shown in Eq. (2): 

 
∑ 𝑃𝑘

𝐾
𝑘=1  (2) 

 

Assuming x1 as an activation function at the 

penultimate layer of the network and θ as a weight 

parameter, then input to the layer becomes Eq. (3): 

 

𝑆 = ∑ θ𝑖𝑥𝑖
𝑛−1
𝑖  (3) 

 

And: 

 

𝑃𝑘 =
𝑒𝑥𝑝 (𝑆𝑘)

∑ 𝑒𝑥𝑝 (𝑆𝑘)𝑛−1
𝑖

 (4) 

 
And then the predicted class is shown in Eq. (5): 

 

𝑦 = 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃𝑖; 𝑖 ∈  1,2, . . . , 𝑁 (5) 

 

Table (1) compares the outcomes of the proposed 

survey with subsequent analysis of Alzheimer’s disease 

detection techniques which allows frameworks allows 

benchmarking against state-of-the art techniques, 

validation of the techniques and spotting the limitations. 

Alzheimer’s Disease and Non-Alzheimer’s Disease 

Dementia 

Dementia is a memorial failing along with major life-

altering mental impairment. There are several different 

kinds of dementia, with AD becoming the most prevalent. 

Since AD has evolved, there is now no cure. However, the 

precise cause is unknown; sickness is typically discovered 

during aging. To operate in various models, some 

fundamental procedures must be taken. We examine: 

 

1) Preprocessing 

2) Segmentation 

3) Feature extraction 

4) Classification after working through various articles 

 

Figure (1) illustrates a holistic framework of the 
proposed survey. 

We present the most recent findings and trends after 

carefully examining more than 100 publications in the 

literature. There are still numerous problems with deep 

learning, particularly in regard to the availability of 

training materials and data approaches, even though it has 

demonstrated a lot of success in detecting AD. A detailed 

comparison between existing techniques with respect to 

the limitations in predicting AD is depicted in Table (2). 

 
Table 1: Comparison of the proposed framework with existing surveys 

Contents 
Proposed 
survey 

Pallawi and Singh 
(2023) 

Keshri et al. 
(2022) 

Blom et al. 
(2009) 

Stopschinski et al. 
(2021) 

Belam and Nilforooshan 
(2021) 

Modalities D D D D D D 

Performance 
measures 

D × × × D × 

Open-source 
datasets 

D D × × D × 

Research gaps D × × × × × 

Limitations/ 

challenges 
D D D D × × 

 
Table 2: Limitations in existing findings 

Author Adopted methodology Findings (%) Limitations 

Littau (2022)  SVM 

 CNN 

Accuracy: 75.4 Methodology details are not 
included 

Ebrahimighahnavieh et al. 

(2020) 

Convolutional neural network Accuracy: 93 Complex medical images 

Kalkan et al. (2022)  CNN 

 LDA 

Accuracy: 84.2 Mis-classification was observed in 
3 class classifications 

Pushpa et al. (2019)  Decision tree 

 SVM 

 XGBoost 

 Random forest 

Accuracy: 86 Failed to identify relevant 

attributes and features 

Padmavathi et al. (2023)  Random forest 

 Classifier 

 Decision tree 

 Logistic regression 

 Extra three classifier 

Accuracy: 93 Compromising algorithm’s 
accuracy due to time-consuming 
calculations 



Rubab Hafeez et al. / Journal of Computer Science 2025, 21 (5): 1083.1098 

DOI: 10.3844/jcssp.2025.1083.1098 

 

1086 

 
 
Fig. 1: Proposed framework 

 

Materials and Methods 

Materials 

Available Datasets 

Alzheimer’s disease patients are diagnosed using a three-
dimensional (3D) cross-sectional brain MR imaging data 

processing approach that classifies several types of brain 

cells (GM, WM, and CSF). OASIS (Marcus et al., 2007), 

IBSR (Dayananda et al., 2022), Function Biomedical 

Informatics Research Network (FBIRN) (Keator et al., 

2016), ADNI (Jack et al., 2008), MIRIAD and (Yiğit and 

Işik, 2020) e Kaggle’s dataset contains 10432 pictures for 

testing connected to Alzheimer’s disease. These photos 

are grouped into four categories. 
 

 Class 0 “MildDemented” 

 Class 1 “ModerateDemented” 

 Class 2 “NonDemented” 

 Class 3 “SevereDemented” 
 

Table (3) shows the specifications of these datasets, 

there will be an evaluation of brain MRI at different phases. 

Methods 

Preprocessing 

An image can be modified or have important 

information extracted from it using a technique called 

image processing. There are a number of artifacts in the 

image acquisition phase, including noise, fuzzy borders, 

blurriness, and skulls. Preprocessing techniques might be 

used to get rid of these artifacts. Preprocessing procedures 

are beneficial because of the bubbly borders, contrast, and 

noise in the MRI brain; this approach, which offers 

89.99% accuracy on the OASIS dataset, transforms MRI 

pictures into grayscale images and applies histogram 

equalization for contrast improvement (Wulandari et al., 

2018; Kumar et al., 2023). Participants in the OASIS 

dataset are frequently drawn from academic or research 

organizations, which may lead to selection bias in cases 

where the individuals are better educated and have greater 

access to healthcare than the overall population. 

Furthermore, because the dataset is limited to aging and 

age-related illnesses, it may be biased towards older adults 

and fail to account for variations in disease appearance in 

younger or other life stages. 

Interpolation, scaling, and geometric image revolution 

methods, which provide 95% accuracy, were used to 

resize images (Kamath et al., 2021). The cognitive 
assessment was used on 3309 different subjects from MRI 

Alzheimer's disease pictures, producing 89.99% accuracy 

for data cleaning purposes (Bhol, 2019). 

An accuracy of 95% in image resizing was reported by 

(Kamath et al., 2021) using interpolation, scaling, and 

geometric image revolution techniques. The cognitive 

assessment was used to clean the data, producing 89.99% 

accuracy on, 3309 different participants from MRI 

Alzheimer’s disease pictures. The input images are 

normalized using the scaling and N4 bias field correction 

techniques, (Habuza et al., 2022). To balance the dataset, 

techniques including horizontal flipping, width shift, height 

shift and scaling have also been used, (Tufail et al., 2020). 

For further processing, the input photos were reduced in 

size and made grayscale, (Haider et al., 2020). FSL-BET 

was used to remove the non-brain tissues (Balaji et al., 

2023). The ROI was used to transform the input images to 

a grayscale with an accuracy of 91.67% (Sharma et al., 

2021). Down sampling was used to extract sick areas from 

MRI scans and thus organized the RGB values into pixels 

(Arvesen, 2015). To enhance the quality of the images, 

preprocessing techniques such spatial filtering (Jain et al., 

1995), image correction (Klein et al., 2010), Gaussian filter 

(Csernansky et al., 2002) and histogram equalization 

(Senthilkumaran and Thimmiaraja, 2014), have also been 

used lately, but these studies showed the computational 

results on a limited clinical trial.  

An overview of the accuracies in existing 

preprocessing techniques is presented in Table (4). 

 
Table 3: Online freely available datasets 

Ref# 
Year of 
release Datasets Classes 

No. of 
images 

Marcus et al. 
(2007) 

2007 OASIS 3 2168 

Dayananda et 
al. (2022) 

2007 IBSR 1 18 

Keator et al. 
(2016) 

2015 FBIRN 2 310 

Jack et al. 
(2008) 

2004 ADNI 2 1821 

Yiğit and Işik 
(2020) 

2012 MIRIAD 3 416 

Iglesias and 
Sabuncu 
(2015) 

2014 MICCAI 1 35 



Rubab Hafeez et al. / Journal of Computer Science 2025, 21 (5): 1083.1098 

DOI: 10.3844/jcssp.2025.1083.1098 

 

1087 

Segmentation Methods 

Segmentation segregates areas of interest which is 

carried out by utilizing a variety of computational 
techniques and distinct methods which is quite challenging, 
(Zhang et al., 2019). On PET and MRI images, level-set 
methods and fuzzy-c-mean clustering were used to remove 
artifacts, (Mohanty et al., 2020; Allada et al., 2023; 
Lanjewar et al., 2023). The background/foreground region 
of brain MRI images was extracted using U-Net, (Fan et al., 
2021; Ghosh et al., 2019). 

The ADNI dataset was used to detect AD and MCI 
images using graph cut and canny filters, (Wolz et al., 
2010). Despite being a useful tool for studying Alzheimer's 
disease, the ADNI dataset contains a number of possible 

biases. A noteworthy constraint is the prevalence of North 
American individuals, which may limit the applicability of 
results to other demographics with distinct genetic, 
environmental or lifestyle elements. Furthermore, because 
the ADNI program largely focuses on early diagnosis and 
monitoring, the dataset is frequently biased towards those 
who are reasonably healthy or in the early stages of the 
disease. This could cause biases in how the disease 

progresses in cases when it is more advanced or in those 
who have coexisting diseases. 

Another technique known as region growth was used 

to segment the brain. Alzheimer’s disease disease’s 

morphological local characteristics were segmented using 

the SegNet DL method, (Buvaneswari and Gayathri, 

2021). The hippocampus area can be divided to identify 

Alzheimer’s disease using the k-mean clustering and 

water-shed approach, (Holilah et al., 2021). These were a 

few additional techniques for AD segmentation. 

Hippocampal, VGG-Net and Hybrid CNN-S are 

additional methods. Other methods include multiscale 

convolutional neural network (MSCNet), dense encoder-

decoder-based framework, (Stricker et al., 2022; Qasim 

Abbas et al., 2023 and Mahmud et al., 2024) enhance 

fully convolutional network, (Monteiro et al., 2022), 

attentive border aware network, hierarchical k-means 

algorithms with level set methods, such as k-means 

clustering optimized through Firefly Algorithm (FFA), 

(Liang et al., 2023), FCM-based segmentation. An 

overview of the current segmentation methods, their 

accuracies on various datasets is shown in Table (5). 
 
Table 4: Overview of the existing preprocessing methods' accuracies 

Refs. # Years Methods Preprocessing methods Datasets Accuracy (%) 

Kamath et al. 
(2021) 

2021 Convolution neutral network Image interpolation, 
scaling and geometric 
image revolution 

OASIS 95 

Bhol (2019) 2019 Recursive feature elimination, 
logistic regression, random 

forest, gradient boosting, light 
GBM, XG boost, neural 
network 

Data cleaning, 
imputation, balancing, 

scaling 

Tabular data 88.3 

Duc et al. (2020) 2020 FSL toolbox, 3D CNN FSL toolbox National dementia 
research center 
chosun university 
dataset 

85.27 

Gupta et al. (2020) 2020 FMRIprep, FNN FMRIprep ADNI 81 

Lee et al. (2021) 2021 DPARSF toolbox, CNN, GCN DPARSF toolbox ADNI 74.42 

Balaji et al. (2023) 2023 ACO, MFCM, CNN, LSTM, 
DNN, IAO 

ACO algorithm Kaggle AD dataset 98.5 

 
Table 5: Overview of the current DL segmentation methods on various datasets 

Refs. # Years Methods Segmentation methods Datasets Accuracy (%) 

Stricker et al. (2022) 2022 CircNet, lncRNA Dense encoder-decoder-based 

framework 

Gencode 98.28 

Liang et al. (2023) 2022 Multi-scale Fusion 

Module, DRMNet 

Distilled multi-residual Network 

(DMR-Net) 

ADNI 83.90 

Liu et al. (2020) 2020 3D DenseNet, CNN Multi-model deep learning framework, 

Hippocampal 

ADNI 87 

Mehmood et al. 

(2021) 

2021 VGG VGG-Net ADNI 83.70 

Sethi et al. (2022) 2022 CNN, SVM Hybrid CNN SVM ADNI, OASIS 88 

Buvaneswari and 

Gayathri (2021) 

2021 SegNet, ResNet SegNet ADNI 95.00 

Carmo et al. (2021) 2021 HarP, Hippocampus 

segmentation 

2D multi-orientation approach Hippocampus 89.00 

Helaly et al. (2022) 2022 DC-GAN, DL-AHS, 

SHPT-Net, RESU-Net 

DL-AHS (deep Learning Alzheimer’s 

disease's hippocampus segmentation) 

ADNI, NITRIC 97.00 

Katabathula et al. 

(2021) 

2021 3D deep convolutional 

network model 

Dense CNN2 ADNI 97.80 
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Basheer et al. (2021) 2021 EICA, Skull stripped 

algorithm 

Enhanced Independent component 

analysis (EICA) 

OASIS, ADNI 98.00 

Balaji et al. (2023) 2023 MFCM, ACO, CNN, 

LSTM 

MFCM (Modify Fuzzy C-Mean), ACO 

(Ant-Colony Optimization) 

AD-related two 

datasets (MRI, PET) 

98.05 

 

Feature Extraction Techniques 

One of the challenging tasks is to extract and collect the 

best features, which begins by producing values (features) 

from a set of valuable measured data. This process aids in 

generalization and learning and it may sporadically improve 

human analyses. To extract useful information from vast 
amounts of data, dimension reduction techniques are used, 

also dimension reduction and feature extraction are 

integrated. Numerous feature extraction techniques were 

proposed by various researchers, including modified ABCD 

(Skouras et al., 2019), Local Binary Pattern (Sharif et al., 

2020a; Amin et al., 2019), Local Vector Pattern, LTrP 

(Bharathi and Manimegalai, 2016), GLCM (Sivapriya et al., 

2011), higher entropy value features with Principal 

Component Analysis (PCA) (Whitwell et al., 2017 and 

Amin et al., 2017) and Feature Fusion (Sharif et al., 2020b). 

Gabor filter (Aruna and Chitra, 2016; Amin et al., 2020), 
wavelet transforms, SIFT (Xiao et al., 2022), Partial Swarm 

Algorithm (PSO), (Sharif et al., 2020a), Long and Short 

Term Memory (LSTM) and HOG (Bansal et al., 2022), etc. 

A classification method is proposed by the authors in 

(Padmavathi et al., 2023) to predict Alzheimer’s disease in 

four steps, i.e., feature-based techniques, dimensionality 

reductions and feature elicitation and selection. These 

techniques require considerable amount of time and 

multiple optimization stages. A generic feature extraction 

algorithm on raw data is shown in Algorithm 1. 
 

Algorithm 1: Features extraction 

Algorithm 1: Feature Extraction Algorithm 

1 Input: Data Repositories 

2 Output: Raw Data 

3 procedure Feature extraction 

4     D_image ←−−−− (path) 

5     Initialize data = Count the number of images and 

initialize min/max values for the image width and height. 

6     While (!end of file) 

7         update min/max width and height. 

8         D1_image ←−−−− Print data() 
9     return D1 

10 end procedure 
 

The above pseudocode explicitly shows the traditional 

features’ selection methods on a repository of raw data. 

Here, we have analyzed two multivariate techniques that 

employ alternative strategies to focus on the challenge of 

partial model size. 
It is possible to identify ROIs that are sensitive to the 

progression of AD by looking through the features 

obtained from the first hidden layer. The input pattern, x∗ 

can be derived by Eq. 6: 

𝑥𝑖𝑗
∗ =

𝑊𝑖𝑗
1

||𝑊2||
 (6) 

 
The variance Dm of all the same xm ROIS, can by 

computed by splitting the pattern x into m features. The 
extracted features are considered to be more stable for AD 

diagnosis when 𝐷𝑗
𝑚

 is low. Hence, an overall feature 

stability Sj of jth ROI can be computed as Eq. 7: 
 

𝑆𝑗 = ∑
∑ 𝐷𝑗

𝑚
𝑗

𝐷𝑗
𝑚𝑚  (7) 

 
S can be convolved with a Gaussian filter for 

exaggerating the differences between each ROI. To 

exaggerate the differences between each, ROI’S can be 
convolved using a Gaussian filter. Following the estimation 

of the Gaussian mixture model using the expectation 

maximizing approach, the feature directions for each image 

are then determined based on the positions of the created 

Gaussian. The alternate approach under consideration 

creates the score vectors via the Partial Least Squares (PLS) 

method, which are subsequently used as features. 

Where: 
 
𝐷 = (𝑋, 𝑌) (8) 
 

A Bayesian probabilistic method for simulating the 

relationship between inputs x and outputs y is called GP-

LR. Authors in (Challis et al., 2015) proposed a Gaussian-

based classification of Alzheimer’s disease before these 

automated classification algorithms can be used in the 

clinic, it is still necessary to distinguish between different 

illnesses, which was outside the focus of the study. 

The feature extraction and classification methods are 

shown in Fig. (2). 
 

 
 
Fig. 2: Feature extraction and classification 
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The efficacy of these techniques is validated using the 

ADNI database by establishing multiple CAD approaches 

utilizing linear and nonlinear classifiers and comparing 
them to earlier tactics like Visual Attention Feature 

(VAF), (Segovia et al., 2012). This study focuses on Grey 

Matter (GM) pictures from all regions of the brain were 

split into 3D chunks using Automated Anatomical 

Labelling (AAL) mapping sections, resulting in multiple 

fully integrated systems. A large picture dataset from the 

ADNI was utilized to assess the methods. For 

Alzheimer’s disease categorization, classification yields 

accuracy between 0.90 and 0.95. (Ortiz et al., 2016). 

A multi-model deep Learning approach created on 

convolutional neural network for integrated automated 
hippocampal segmentation and Alzheimer’s disease 

diagnosis is presented by the researchers using systemic 

MRI images as shown in Fig. (3). 

Alzheimer’s diseasestageT1-weighted benchmark 

structural MRI data from the ADNI database, which 

includes 119 Normal Control, 97 Alzheimer’s disease and 

233 MCI participants, is used to evaluate their method. To 

multitask, Convolutional Neural Network and DenseNet 

algorithms’ modeled characteristics were combined to 

diagnose Alzheimer’s disease condition. The recommended 

technique achieved an accuracy of 88S.9% and an AUC of 

92.5% for diagnosing AD vs. NC subjects, (Liu et al., 2020). 

This approach employed MR images to identify MCI-to-AD 

change using a DL technique derived from CNN. 

A convolutional neural network was trained using the 

regions from AD and NC to identify DL features in MCI 

patients. FreeSurfer was used to extract structural brain 

image features to assist CNN, (Amin et al., 2019). Finally, 

to predict the AD conversion, both kinds of characteristics 

were given to an ML classifier. The suggested method is 

proven using the ADNI MRI datasets. This method has a 

79.9% accuracy, (Lin et al., 2018). To predict an 

Alzheimer’s disease change, many different features are 
used in an EL or MC (Machine Classifier). Moreover, the 

integrated CNN and Extreme Learning technique can 

provide a distinct understanding of the complex variation 

of the entire MR image changes in Alzheimer’s disease’s, 

which will improve the ensemble model’s classification 

capacity to identify the early-stage brain abnormalities 

connected with AD. Classification accuracy for MCI vs. 

Healthy Control is 0.79-0.04%, MCI vs. MCInc is 0.62, 

0.06% and AD vs. HC is 0.84-0.05%, (Pan et al., 2020). 

Figure (4) graphically represents the existing feature 

extraction techniques. 

Classification 

The classification technique divides the input data into 

two classes (Alzheimer’s disease and non- Alzheimer’s 

disease’s) as presented in the dataset. The classification 

algorithm is trained using labeled data and then later 

unlabeled data is fed into the learned classifier, which 

categorizes the data and returns results. For Alzheimer’s 

disease classification, various classifiers such as KNN 

(Chudhey et al., 2022), SVM (Bharati et al., 2022), 
ensemble, DT (Faouri et al., 2022), decision tree-based 

random forest (Wang et al., 2022) and Naive Bayes 

(Khanna et al., 2022) were used. Deep learning models 

such as VGG16, VGG19 (Antony et al., 2023), MobileNet 

(Kumar et al., 2025), GoogleNet (Khanna et al., 2022), 

Inception-ResNet-v2 (Bhardwaj et al., 2022), ResNet-50 

(Sethi and Ahuja, 2023) and Inception v3 (Sakatani and 

Yener, 2022), were also used for categorization. The 

researcher proposed a CNN DL architecture in this study. 

The researcher employed the MMSE and APOE4 as 

biomarkers to improve the Alzheimer’s disease analysis 
and the accuracy is 92.89% (Thibeau-Sutre et al., 2022). 

Convolution neural networks have lately attracted scientific 

attention due to their exceptional performance in the 

processing and categorization of MRI images. The 

classification of AD using CNN model is shows in Fig. (5). 
 

 
 
Fig. 3: Alzheimer’s disease classification via MRI images 

(Amin et al., 2018) 
 

 
 
Fig. 4: Feature extraction accuracy using different techniques 
 

 
 
Fig. 5: Classification of AD using the CNN model (Amin et al., 

2019) 
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However, there are significant demerits to CNN, such 

as the massive dataset required for training. Resulting, in 

Inception-ResNet V2 Convolutional Neural Network 

approach merged with the learning algorithm. The dataset 

was accessed via the ADNI database. The validation of a 

five- way classification yielded an accuracy of 97.3% 

(Bhardwaj et al., 2022). The super pixel-powered 

autoencoder technique, proposed in (Amin et al., 2019), 

recovers the key features using a histogram of targeted 

gradients. The proposed technique can identify and 

classify three forms of AD: Healthy, MCI and 

Alzheimer’s disease patients. Its usefulness has been 

demonstrated by comparing the suggested strategy to 

current ad-vanced methods and well-trained algorithms 

such as VGG19, Resnet50, Inceptionv3, SqueezeNet, 

Resnet18, GoogleNet and Alexnet (Amin et al., 2019). 

(Kumar et al., 2025) used the ResNet50, Inception V3, 

Inception ResNet V2, DenseNet and MobileNet 

architectures for this classification. We assessed the 

performance of each design and selected the one that 

appeared to be the most promising. To achieve promising 

results, learning-based systems such as ResNet 50, which 

had previously been trained on ImageNet data, were 

modified to use ADNI data on a variety of input variables. 

The four optimizers used are SGD, Adagrad, Rmsprop 

and Adam, with two distinct set sizes. When tested with 

batches of 16 and 32 using the SGD and Adam optimizers, 

the results show that the optimizers’ rmsProp and Adamax 

functioned satisfactorily. 

For batch size 32, the classification accuracy for 

Alzheimer’s disease vs. Normal Control using Rmsprop is 

74.22%. Using batch size 16 resulted in a moderate 

improvement of 1.01% and classification accuracy of 

75.6% (Sethi and Ahuja, 2023). DL algorithms such VGG-

16 and VGG-19 DL(CNN) were used in this study to 

examine the precision of cognitively normal vs MCI, 

cognitively normal vs AD and MCI to Alzheimer’s disease 

change utilizing MR imaging data. The suggested model 

examined and tested ADNI MR image data (Antony et al., 

2023). An artificial neural classifier, also known as a 

boosting classifier, was deliberately coupled with all the 

previous classifiers to achieve the highest accuracy. The 

results showed a 20% improvement over cutting-edge 

machine learning algorithms, with a maximum accuracy of 

93.33% (Chudhey et al., 2022). Table (6) presents the 

summary of existing classification methods. 

A wide variety of datasets from many different fields, 

including medical imaging and diagnostics, are available 

on Kaggle. On the other hand, Kaggle datasets may 

display a number of biases. 

Mild Cognitive Impairment (MCI) can be a 

precursor to dementia, especially in Alzheimer’s 

disease (Gauthier et al., 2006; Davatzikos et al., 2008; 

Klöppel et al., 2009; Lao et al., 2004; Sarica et al., 

2017; Jo et al., 2019). 

Performance Measures 

The detection performance of Alzheimer’s disease and 

non-Alzheimer’s disease is mostly defined by 

performance metrics. To compare how Alzheimer’s 

disease and non-Alzheimer’s disease perform, we use the 

metrics of Specificity, Sensitivity, Accuracy, Precision, 

Positive and Negative Prediction Value and Area Under 

the Curve. Sensitivity and specificity improve and the 

ratio of dementia detection. 

Accuracy 

Equation (8) is used to validate the accuracy: 

 

𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 (8) 

 

Specificity 

Specificity is measured by calculating the ratio of True 

Negative to False Positive, as shown in Eq. (9): 

 

𝐹𝐵𝑅 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (9) 

 

Sensitivity 

The next metric is sensitivity also known as Recall, 

which shows the classifier’s ability to locate all positive 

samples as shown in Eq. (10): 

 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑁+𝐹𝑃
 (10) 

 

Area Under the Curve 

This metric is measured by computing sensitivity as 

shown in Eq. (11): 

 

   𝐴𝑈𝐶 = ∫ 𝑇𝑅𝑃(𝑇)𝐹𝑃𝑅(𝑇)𝑑𝑡
−∞

∞
 (11) 

 
Table 6: Summary of the existing classification techniques 

Refs. # Years Techniques Datasets Results (%) 

Bharathi and Manimegalai (2016) 2022 Random forest, XGBoost, voting-based, gradient boosting OASIS 92.00 

Yiğit et al. (2022) 2022 Ensemble deep neural networks NIfTI 85.00 

Basheer et al. (2021) 2021 CapsNet OASIS 90.00 

EL-Geneedy et al. (2023) 2023 MFCM, ACO, CNN, LSTM Kaggle (MRI, PET) 95.00 

Balaji et al. (2023) 2023 DenseNet121, ResNet50, VGG16, EfficientNetB7, InceptionV3 ADNI 96.00 

EL-Geneedy et al. (2023) 2023 CNN, CAD-ALZ Kaggle-ALZ 98.00 
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Research Findings and Discussion 

In Gray et al. (2011), the authors proposed an 

automated CAD system using several soft computing 

concepts. Each strategy has advantages and disadvantages 

of its own. 

However, none of the strategies produce predictable 

results. In light of this, this research seeks to give a 

comprehensive assessment of the present current 

techniques suggested in diagnosing AD, (Lei et al., 2022). 

It is noticed that in the literature, the objective is to 

categorize brain pictures and only a few approaches 

employ the information from ROIs (Lei et al., 2022). 

However, these approaches require more computing time, 

(Lin et al., 2021). 

Variations in brain pictures make detecting 

Alzheimer’s disease more difficult. Alzheimer’s 

disease is difficult to diagnose due to the different 

structures of the human brain caused by age, gender 

and sickness categories. There are still many 

challenges with the complex visual elements of brain 

imaging, indicating that there is still room for 

improvement. The conclusions of the extant literature 

are as follows: 

 

• Morphology, sex, sickness and age all create 

significant changes in brain architecture. It is 

difficult to employ a single segmentation strategy 

across all phenotypic classes for consistent 

efficiency (Kumar et al., 2018) 

• The anatomical structure’s contrast enhancement in 

T1, T2 and FLAIR modalities causes poor 

segmentation results (Zollanvari et al., 2021) 

• The noisy backdrop of a standard image makes 

segmentation challenging since it is difficult to 

precisely identify each pixel or cell with known 

properties 

• The compact size and volume of the brain region, 

one of the important predictors of AD, as well as 

its structural variation, contrast enhancement 

variations, low resolution, low signal-to-noise ratio 

and ambiguous border make segmentation difficult 

(Yoon and Yoon, 2012) 

• Deep neural network ensembles were unable to 

classify dementia symptoms in a binary manner. As a 
result, the unique feature selection technique must be 

modified (Yiğit and Işik, 2020) 

• Because the anatomical structure in MRI has poor 

contrast, identifying Alzheimer’s disease 

automatically is difficult. Due to varied scanning 

conditions, the classification accuracy may also be 

reduced if noisy or outlier pixels are present in 

MRI pictures 

• The biggest challenge with Alzheimer’s disease is 

its difficulty observing and studying the patient’s 

patho-physiology over time. There are only 152 

alterations in total among the 2731 MRIs in the 

Alzheimer’s disease neuro-imaging project dataset 

(Amin et al., 2019) 
 

Table (7) provides an overview of various gaps and 

limitations in the existing approaches. 

 

Table 7: Summary of the existing techniques with limitations 

Refs. # Years Datasets Techniques Research/Limitations 

Bharathi and 

Manimegalai 

(2016) 

2022 OASIS Group of various ML 

techniques (RF, XGB, 

voting-based, gradient 

boosting) 

Optimum features extraction and selection 

method is required to increase the multi-

dementia classification 

Yiğit et al. 

(2022) 

2022 NIfTI Ensemble deep neural 

networks 

Ensemble DNN failed for binary 

classification of dementia disease; 

therefore, needs improvement for the novel 

features selection approach 

Basheer et al. 

(2021) 

2021 OASIS CapsNet MRI images are noisy and still needs 

preprocessing technique to improve image 

quality 

EL-Geneedy 

et al. (2023) 

2023 Kaggle (MRI, PET) MFCM, ACO, CNN, LSTM Enhance more accuracy with deep CNN 

algorithms 

Balaji et al. 

(2023) 

2023 ADNI DenseNet121, ResNet50, 

VGG16, EfficientNetB7, 

InceptionV3 

Using data mining to enhance performance 

And efficacy of Alzheimer’s disease 

prediction in the initial stages 

EL-Geneedy 

et al. (2023) 

2023 Kaggle-ALZ CNN, CAD-ALZ Heavy software and hardware for 

implementation 
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Conclusion 

In reference to brain segmentation and Alzheimer’s 

disease categorization, the growth of artificial 

intelligence, deep learning techniques and machine 

recognition in MRI imaging have sparked a lot of 

interest. The state of deep learning-based AD detection 

is reviewed in this study. We outlined the most recent 

findings and trends by a thorough examination of the 

literature, encompassing over 100 papers. In particular, 

we discuss the various approaches to handle 

neuroimaging data from single-modality and multi-

modality investigations, the necessary preprocessing 

processes and relevant biomarkers and features 

(personal information, genetic data and brain scans). A 

detailed description of the performance of deep models 

is given. Identifying a trustworthy, general method has 

always been challenging, even if deep learning 

techniques have had a considerable influence on the 

mathematical analysis of Alzheimer’s disease MRI. The 

efficiency of deep learning approaches may be 

influenced by preprocessing, implementation and post-

processing. Researchers have presented an overview of 

these techniques, but these studies showed the 

computational results of a limited clinical trial. 

Furthermore, we have investigated how segmenting 

brain structure improves Alzheimer’s disease 

classification accuracy. Brain MRI data segmentation 

can be problematic be- cause of the images’ poor 

contrast, fuzzy backgrounds and contrast enhancement 

impact. However, due to the dispersion of morphological 

markers in brain MRI, automated Alzheimer’s disease 

categorization is problematic. The most current 

breakthroughs in machine learning have been reviewed, 

including the sorts of data used and the accuracy with 

which machine learning algorithms can identify early-

stage Alzheimer’s diseases. Machine learning, by 

definition, improves prediction accuracy. Accuracy 

ranged between 80-98% when using convolutional 

neural networks and 3D CNNs. Nevertheless, various 

techniques still require some improvement, but the 

results are encouraging and this solution is determined 

to be a significant tool to assist physicians and other 

personnel in healthcare. 
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